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NLP Is In The World!
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Why Think About Evaluation?

Possible questions of interest:

● Does this NLP system have a certain property, or skill?
○ Does it understand? Does it know something about language such as its syntax or semantics?

● Is this NLP system useful?
○ Can it help users solve a task better, faster, or more cheaply? 

● Is this NLP system harmful?
○ Might it risk users privacy? Does it perpetuate stereotypes? Does it equally serve all groups of users?

How do we decide which questions to ask, how to answer these questions, and how to do 

so well?

3



NLP Task Settings

Tasks familiar to NLP researchers

○ Machine translation, text summarization, sentiment analysis, dialogue systems

○ Evaluation practices well attested in existing conference tracks

New use cases the field hasn't engaged deeply with traditionally

○ Applications enabled by large pretrained models

○ Entertainment, medicine, finance, education

○ Many use cases invented by users interacting with systems!

○ How do we think about evaluation with the growing diversity of language technologies?
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Inspirations from Social Sciences and HCI

Give us methods and vocabulary to complement existing NLP evaluation methods

From the social sciences:

● Dealing with contested constructs (e.g., intelligence, gender, fairness) 
● Definitions, measurements and operationalizations; validity of measurements

From human-computer interaction:

● Empirical studies involving users
● Qualitative and quantitative approaches both valued!
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Goals of the Tutorial

● Reflect on current landscape of evaluation in NLP
○ Assumptions about evaluation methods

○ Trade-offs between different aspects of evaluation

● Learn about viewpoints from the social sciences and HCI

● Build toolkit for:
○ Designing evaluations

○ Methods to evaluate evaluations: vocabulary to discuss, critique and analyze evaluations

● Hands-on practice of the above!

● Examples motivated in terms of applications, but we think understanding this 

landscape is generally useful even if you work more upstream
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Today’s Tutorial

1. Current evaluation practices (NLP)

2. Evaluating evaluation: perspectives from the social sciences

3. Evaluation practices in HCI

Break

4. Example language technologies and their HCI evaluations

5. Reflection (in groups, independently, …)

6. Hands-on exercise (in groups, independently, …)
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Current Evaluation Practices in NLP
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Section Overview

Classifying existing evaluation methods in NLP

Dataset construction and benchmarking

Common methods for results analysis

Motivations for performing evaluations

Assumptions behind current practices
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Motivations and Limitations of this Section

Capture current landscape of evaluation

Reflect on assumptions underpinning these methods

We focus on practices represented by academic publications 

○ Other methods in industry may be more attested and less covered in the academic 

literature, but we do not have full visibility on their practices
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Basic Distinctions in NLP Evaluation

Automatic vs. human evaluation

Reference-based vs. reference-free

Intrinsic vs. extrinsic evaluation

What is the task?

○ Classification, structure prediction, generation, representation learning

○ Implications for metrics design
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Automatic Evaluation – Classification

Evaluations where human intervention is not needed at the time of evaluation

Classification: evaluate against gold-standard, reference label

Precision Recall F1

Metrics embed assumptions about what is important!

● e.g., How do we aggregate across classes if they are imbalanced?

● Micro- vs. macro-averaging treat minority classes differently.

# correct
# predicted

# correct
# in-dataset

2 × P × R
P + R

12



Automatic Evaluation – Structure Prediction

Compare similarity of system prediction vs. reference output

Example: Constituent Parsing

PARSEVAL: Consider a constituent correct if span and label are correct

Compute P, R, F1

This is [
NP

 a constituent]. Reference

This is [
VP

 a constituent]. ×

This is a [
NP 

constituent]. ×

(Black et al., 1991)
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Automatic Evaluation – Generation

Compare similarity of system output to reference generation

Example: Automatic summarization

ROUGE scores compute N-gram overlap

(Lin, 2004)
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Reference-based vs. Reference-free

Methods so far assume a gold-standard reference is available

How are references gathered?

○ Expert annotations – costly!

○ Crowd annotations – cheaper but need to control quality

○ Semi-automatic or LLM-generated labels

References embed assumptions

○ About who carries knowledge or whose knowledge is valued

○ About whether there is a single reference, or many

Next, let's consider a reference-free approach
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Reference-free Evaluation – Generation

QuestEval: Summarization evaluation 

via question answering 

Relies on question generation and 

question answering systems!

(Scialom et al., 2021)
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Evaluation for Unsupervised or Induction Settings

e.g., topic models, language models, grammar induction

Two approaches:

● Comparing induced structure to reference structure in the target domain

● Testing for desired properties of / behaviours related to the induced structures
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Grammar Induction Evaluation

Reference-based

Similar to evaluation of supervised parsing

Consider a constituent correct if span is correct

Compute P, R, F1

This is [
NP

 a constituent]. Reference

This is [ a constituent]. OK

This is a [
 
constituent]. ×

18



Perplexity

Assumption: a good model should predict test corpus with high likelihood, because test 

corpus is drawn from the true data generation distribution

For a model q, applied to a test corpus of length N:
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Evaluation of Learned Representations

Representations learned by neural models have no absolute interpretation → 

reference-based evaluation not possible!

○ Instead, test if learned representation has expected property or structure

Example: Word vector evaluation with WordSim-353

(Finkelstein et al., 2001)
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Human Evaluation Methods – Human Judgments

Ask human annotators for their judgments: usually used for generation tasks

Absolute: Ask judges to give a rating of a model output

e.g., Overall score, informativeness, non-redundancy, linguistic quality scores

Preferences: Ask judges to give a relative judgement between two outputs
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Chatbot Arena

https://lmarena.ai/ 

(Chiang et al., 2024)
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Human Evaluation Methods – Structured Evaluation

Judgments do not have to be at the passage level.

Breakdown is often structured depending on the task setting

e.g., The Pyramid Method for summarization evaluation

1. Annotate reference summaries for information chunks (SCUs; summary 

content units)

2. Annotate system summaries for SCUs

3. Score overlap between the system and reference SCUs

(Nenkova and Passonneau, 2004)
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LLM Evaluation

Emerging area: replace the human 
in human evaluation methods with 
LLMs

At present, they seem unreliable at 
replicating human judgments, with 
large variance in correlations across 
datasets.

(Bavaresco et al., 2024) 24



Intrinsic vs. Extrinsic Evaluation

Intrinsic: A model trained for a task being evaluated w.r.t. the same task 

e.g., Reference-based evaluations are usually intrinsic

Extrinsic: A model trained for a task being evaluated using another task (that the first task 

is thought to be useful for)

e.g., QuestEval: evaluate summarization via QA

e.g., Evaluate language model using automatic speech recognition
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How Are Evaluations Judged?

How are automatic metrics evaluated?

● Most common answer: by correlation with human judgments
○ e.g., SummEval

● Intrinsic metrics sometimes evaluated by correlation with extrinsic metrics
○ e.g., Does improving perplexity improve word error rate in speech recognition?

How are human judgments evaluated?

● Most common answer: by inter-annotator agreement.
○ This could be problematic, e.g. if multiple correct answers possible (Passonneau and Carpenter, 2014)

Later, we will discuss validity!
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Common Analyses 

Manual reading - common, but often does not follow a formal method (Zhou et al., 2022) 

“[I]t just comes down to me reading a lot of samples and then choosing the one which overall 

seems to be better” 

Error analysis - characterizing or taxonomizing model errors

Often qualitative

Ablation studies
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Benchmark Datasets

Most evaluations require benchmark dataset, which are diverse in their construction

● Large crowdsourced datasets
○ e.g., SQUaD for question answering (Rajpurkar et al., 2016)

● Targeted expert-constructed datasets
○ e.g., Winograd Schema Challenge for common-sense reasoning (Levesque et al., 2012)

Benchmark dataset consists of:

● Test instances 

● Method for assessing model behavior using the instances

● Method to accumulate model behavior on instances into overall score or result
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Dataset construction practices

How have dataset construction practices evolved over time?

Three broad time periods:

– 1980s: Classical period

1990s – mid-2010s: Empirical revolution

mid-2010s – now: Modern synthesis

29



Classical Period: Case-based Evaluation ( –1980s)

Demonstrate that theory works on selected cases that illustrate a phenomenon of 

interest. Mostly human evaluation (by paper authors!)
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The Empirical Revolution (1990s – mid-2010s)

● Empirical, dataset-based evaluation
○ Draw from a representative sample from one or more data sources

○ Standard benchmarks with agreed-upon metrics, data splits, and automatic evaluation metrics

Most famous example: the Penn Treebank - Wall Street Journal for parsing

(Marcus et al., 1999)

( (S
(NP

  (NP (NNP Pierre) (NNP Vinken) ) (, ,)
  (ADJP (NP (CD 61) (NNS years) ) (JJ old) ) (, ,) )

(VP (MD will) (VP (VB join)
    (NP (DT the) (NN board) )
    (PP (IN as) (NP (DT a) (JJ nonexecutive) (NN director) ))
    (NP (NNP Nov.) (CD 29) ))) (. .) ) )
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Modern Synthesis: Pendulum Swings Back (mid-2010s – )

Challenge datasets – samples have particular properties thought to be difficult

e.g., Winograd Schema Challenge, hand designed to be difficult

The trophy doesn't fit into the suitcase because it was too large/small. 

What doesn't fit?

Can be created using insights about task and/or automatic methods

e.g., adversarial filtering to remove cases solvable by baseline models (Sakaguchi et 

al., 2021)
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Other Trends in Dataset Construction Practices

Out-of-distribution testing

Distribution shift in test set on purpose – systematic generalization

Require models to learn some capability to generalize well

e.g., Coreference resolution → Winograd Schema Challenge

e.g., sNLI → HANS in natural language inference literature

Multi-dataset benchmarks and evaluation

e.g., SuperGLUE (Wang et al., 2019)
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Reflections on Assumptions in Field

What is a task?

Datasets are often constructed w.r.t. to a specific task.

How do we reflect on what datasets are useful for, and what the definition of a task is?

Is summarization a task? Is question answering a task?

What is the point of a task? 

To test for intelligent behaviour? For usefulness?

To make claims about models that "understand language" in a particular way?
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Summary of Current Practices

● Diverse methods employed in NLP for evaluation
○ Automatic vs. human evaluations

○ Reference-based vs. reference-free

○ Task setting influences choice of evaluation approach

● Dataset construction is key part of evaluation, and has evolved over time

● Evaluation and analysis approaches and metrics embed assumptions about 

researchers' goals and interests
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What's Next?

Possible limitations and concerns in current practices:

● Assume more is better → trend towards large-scale multi-task benchmarks

○ Could think more about validity and capabilities of interest

● Current practices tend to abstract away from deployment settings/users

○ How much does context specificity matter?

● Assumption about humans being “gold standard”

○ Can benefit from HCI theory and empirical work on humans

● Assumption about (dis)agreement 

○ Can benefit from HCI and social sciences on understanding and navigating dissensus

36



Evaluating evaluation: Perspectives from 
Social Sciences

37
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Section Outline

- Measures in social science

- Measurement theory

- Evaluating measures

- Measurement theory in language technology evaluation
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In the social sciences,

We are often interested in measuring theoretical, unobservable constructs 
to understand humans and society.

For example, 

- Motivation
- Psychological state
- Socioeconomic status
- Quality of life
- Intelligence
- Teacher quality

Zeller, R. A., & Carmines, E. G. (1980). Measurement in the social sciences: The link 
between theory and data. Cambridge University Press. 39



Theoretical, 
Unobservable 

Socioeconomic 
Status

Mueller, C. W., & Parcel, T. L. (1981). Measures of socioeconomic status: Alternatives 
and recommendations. Child development, 13-30.40



Theoretical, 
Unobservable 

Socioeconomic 
Status

Observable Proxies

Family 
Income

Education

Occupation

Mueller, C. W., & Parcel, T. L. (1981). Measures of socioeconomic status: Alternatives 
and recommendations. Child development, 13-30.41



Theoretical, 
Unobservable 

Socioeconomic 
Status

Observable Proxies

Family 
Income

Education

Occupation

Mueller, C. W., & Parcel, T. L. (1981). Measures of socioeconomic status: Alternatives 
and recommendations. Child development, 13-30.

?
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Measurement Theory

Articulate assumptions:
- What do you want to measure?
- How do you measure it?

Measurement theory is the foundation for developing, evaluating, and interpreting 

measurement in the social sciences.

Unobservable
Construct

Observable
Proxy

Observable
Proxy

Observable
Proxy
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Consequences of a bad measure

Job suitability - hiring or promotion decisions that rely on flawed 
personality tests like the Myers-Briggs Type Indicator (MBTI)

Intelligence - standardized tests that measure using culturally biased 
questions

Recidivism risk - in criminal justice, risk assessment tools that measure by 
heavily weighing factors like neighborhood or family history
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How should we evaluate the quality of a measurement?
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Methods in measurement theory aims to 
identify or quantify measurement errors 

46



Reliability Validity
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Reliability refers the degree to 

which the measure of a construct 

is consistent or dependable.

48
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Types of Reliability

Test-retest Reliability: A measure of how consistent a measurement when 
applied multiple times to the same individual, indicating the stability of 
the scores over time.

Internal-consistency Reliability: A measure of how well a set of items in a 
measure the same underlying construct.
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Reliability Assessment

50
Wellington, J., & Szczerbinski, M. (2007). Research methods for the social sciences. 

A&C Black.

E
m

pi
ric

al
R

ea
lm

Reliable Measures

Statistical Analysis

Observations



Validity refers to the extent to 

which a measure adequately 

represents the underlying 

construct that it is supposed 

to measure.

51

Reliable, but not 
valid



Theoretical, 
Unobservable 

Socioeconomic 
Status

Observable Proxies

Family 
Income

Education

Occupation

Mueller, C. W., & Parcel, T. L. (1981). Measures of socioeconomic status: Alternatives 
and recommendations. Child development, 13-30.52



Validity Frameworks (and many more)

53

Social Science Research

● Internal validity
● External validity

○ Ecological validity
○ Cross-cultural validity
○ Population validity

….

Measurement Theory

● Representational Validity
○ Face validity
○ Content validity

● Criterion-related Validity
○ Convergent validity
○ Discriminant validity
○ Concurrent validity
○ Predictive validity

Wellington, J., & Szczerbinski, M. (2007). Research 
methods for the social sciences. A&C Black.

Cronbach, L. J., & Meehl, P. E. (1955). Construct 
validity in psychological tests. Psychological bulletin, 
52(4), 281.



Types of Validity

Representational Validity: How well the operationalization is a good reflection of 
the construct

● Face validity
● Content validity

Criterion-related Validity: How well the operationalization behaves the way it 
should given the theory of the construct 

● Convergent
● Discriminant
● Concurrent
● Predictive validity

54

Cronbach, L. J., & Meehl, P. E. (1955). Construct validity in psychological tests. Psychological 
bulletin, 52(4), 281.



Validity Assessment

55
Wellington, J., & Szczerbinski, M. (2007). Research methods for the social sciences. 

A&C Black.
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Theories/Ideas

Conceptualize

Valid Measures

Statistical Analysis

Observations



How does measurement theory 

connect to 

language technology evaluation?
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NLP Evaluations as Measurement

57

Reasoning 
Capability



NLP Evaluations as Measurement

58

Theoretical, 
Unobservable 

Reasoning 
Capability



Theoretical, 
Unobservable 

Reasoning 
Capability

Observable Proxies

 ARC

HellaSwag

Big-Bench 
Hard

59

NLP Evaluations as Measurement
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Connecting measurement theory to language technology eval

60

Item-response theory (IRT) for 
benchmark construction and 
results interpretation.

Rodriguez, P., Barrow, J., Hoyle, A. M., Lalor, J. P., Jia, R., 
& Boyd-Graber, J. (2021, August). Evaluation examples 
are not equally informative: How should that change 
NLP leaderboards?. In ACL-IJCNLP 2021



Connecting measurement theory to language technology eval

61

Liu, Y. L., Blodgett, S. L., Cheung, J. C. K., Liao, Q. V., 
Olteanu, A., & Xiao, Z. (2024). ECBD: Evidence-Centered 
Benchmark Design for NLP. ACL 2024.

Evidence-Centered Design 
framework for analyzing NLP 
benchmark design decisions and 
their impact on resulting 
measurements’ validity.



Evaluating evaluation is

a process of gathering multiple evidence to support the claim 

that a measurement accurately measures what it is intended 

to measure 

- Messick (1994)

Messick, S. (1994). The interplay of evidence and consequences in the validation of performance 
assessments. Educational researcher, 23(2), 13-23.
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Evaluation Practices in Human-Computer 
Interaction (HCI)

63
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Why HCI?

● A field that concerns itself with design and evaluation of technologies

○ Human-centered: evaluation of “human interaction”

● Interdisciplinary roots: inherits evaluation methods and desiderata from the social 

sciences

○ E.g., reliability and validity when designing quantitative measurements

● Embraces diverse methods beyond “human annotation/rating” used in NLP to get to: 

what (to evaluate), how well, and why

○ Often utilizes mixed-methods approaches (i.e., multiple methods in one study) 
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Many Ways of Knowing in HCI 

65



Evaluation Methods in HCI

Barkhuus & Rode. From mice to men-24 years of evaluation in CHI. In CHI 2007 EC 66

Qualitative Quantitative

e.g., interview-based, 
ethnographic studies or 

think aloud

e.g., lab studies 
measuring completion 

time, error rate or 
surveys

e.g., cognitive 
walk-through, heuristic 

evaluation

e.g., analysis of logs and 
cognitive models
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How to Choose? (more later)

Quantitative v.s. Qualitative?

● Research question: how well v.s. what or why

● Ecological validity

● Pragmatic costs

Empirical v.s. Analytical?

● Ecological validity

● Pragmatic costs
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Empirical & Quantitative

● Lab studies with quantitative measurements
○ Task outcome measures

○ Behavioral measures

○ Subjective measures (e.g. with questionnaire)

● Survey studies (e.g. with close ended questions)
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Crash Course on Quantitative Experimental Design

● What alternatives to compare? → Experimental conditions

○ E.g., with the new technique v.s. baseline without

● What effect(s) is the research question interested in?→ Measurement(s)

● Who are the target users?→ Participant recruitment

● What is the prototypical usage and the context?→ Experimental task and 

procedure

● What other factors might make a difference? → Control variables or 

controlling in the experiment

Will illustrate with examples in the next section 69



Empirical & Qualitative

● Interview 

● Observational study
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Crash Course on Interview Study

● Formative study (what and why) v.s. summative study (how well)

● Structured v.s. semi-structured v.s. Non-structured

● Data analysis using grounded theory method: iterative development of 

interpretation and theorizing

71



Step 1: Open coding

Step 2: Axial coding

Step 3: Selective coding
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Analytical & Quantitative

● User modeling/simulation
○ Cognitive models to simulate how users would operate/click/browse 

○ Agent-based modeling to anticipate outcomes of multi-user systems 

(e.g. social media platforms）
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Analytical & Quantitative

● User modeling/simulation
○ Cognitive models to simulate how users would operate/click/browse 

○ Agent-based modeling to anticipate outcomes of multi-user systems 

(e.g. social media platforms)

Lessons for LLM simulated evaluation?
● Theoretical grounding of how people would behave
● Rigorous validation with empirical human data
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Analytical & Qualitative

● Cognitive walkthrough: domain/design experts simulate user 

interactions (e.g. to identify possible breakdowns)

● Heuristic evaluation: design experts rate interfaces based on 

usability heuristics
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Nielsen & Molich. Heuristic evaluation of user interfaces. CHI 1990 76



Analytical & Qualitative

● Cognitive walkthrough: domain/design experts simulate user 

interactions

● Heuristic evaluation: design experts rate interfaces based on 

usability heuristics

Lessons for human (experts) rating evaluation?
● Rigorously developed evaluation criteria and rating protocol 
● Contextualize the rating: help the rater think through the criteria 

and think like the user
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How to Choose Evaluation Method?

Quantitative v.s. Qualitative?

● Research question: how well v.s. what or why
● Ecological validity/realism: qualitative methods often engage more deeply with 

individual experience in the natural context
● Cost: quantitative methods can (but not always) be less costly of researcher time 

and effort (e.g., when recruiting from crowdsourcing platform)

Empirical v.s. Analytical?

● Ecological validity/realism: empirical methods are naturally more valid/realistic
● Cost: analytical methods are less costly in researcher time, effort; also less or zero 

costs for users 
● Analytical methods are often only used in the early stage of technical 

development or sensitive contexts 78



More on Realism/Ecological Validity

Ecological validity:  whether one can generalize from the conclusions of a 
laboratory study to the real world (Schmuckler, 2001)

● Context: how close is the task or test environment to the real-world context?
● Human response: how well does the measurement represent people’s actual 

response and is appropriate to the constructs that matter?
● Stimuli: how close is the stimuli (i.e. system behavior) used in the test to those 

encountered in real-world?

Realism: the situation or context within which the evidence is gathered, in 
relation to the contexts to which you want your evidence to apply (McGrath 1995)
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Liao & Xiao, Rethinking model evaluation as narrowing the socio-technical gap. ICML2023 Workshop on AI & HCI
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Take-Away

● Inform evaluation by understanding downstream use cases: contexts, 

user/stakeholder needs and behaviors, system behaviors
○ Start with “what”, utilize qualitative approaches

● Acknowledge “easy” approaches (e.g. automatic metrics, crowd ratings) are 

often compromising realism/validity for lower cost. We can improve by:
○ Better contextualization: reflect the usage contexts and user behavior in the test; 

articulate in what contexts the results can or cannot apply

○ Formalization and validation based on the “more realistic” approaches

● Embrace diverse evaluation approaches and justify your choices
○ E.g., Lower-cost, non-empirical approaches are often useful in early stage of technology 

development, but insufficient for systems that are impacting people’s lives

81



Example HCI Evaluation of Language 
Technologies

82
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Quantitative Empirical Evaluation with Human-Subjects

Barkhuus & Rode. From mice to men-24 years of evaluation in CHI. In CHI 2007 EC
83

Qualitative Quantitative

e.g., interview-based, 
ethnographic studies or 

think aloud

e.g., lab studies 
measuring completion 

time, error rate or 
surveys

e.g., cognitive 
walk-through, heuristic 

evaluation

e.g., analysis of logs and 
cognitive models
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Crash Course on Quantitative Experimental Design

● What alternatives to compare? → Experimental conditions

○ E.g., with the new technique v.s. baseline without

● What effect(s) is the research question interested in?→ Measurement(s)

● Who are the target users?→ Participant recruitment

● What is the prototypical usage and the context?→ Experimental task and 

procedure

● What other factors might make a difference? → Control variables or 

controlling in the experiment

84



Use Case: Writing Support

85



Study 1: System Supporting Metaphor Creation for Science Writing
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Experimental Design

● What alternatives to compare? Writing with Metaphorian v.s. Baseline 

interface without Metaphorian 

87



Metaphorian 

Baseline 
88



Experimental Design

● What effects is the research question interested in? 

○ Writing outcome quality: expert writers rated understandability, 

originality, scientific accuracy and overall quality  

○ Writer experience: post-task survey on user satisfaction; subjective 

workload using NASA-LTX questionnaire; 

89



Experimental Design

● Who are the target users? Experienced science writer, recruited from 

Upwork with publishing experience

● What is the prototypical usage and the context? Write a short article to 

explain a given scientific concept to the general public, with no strict time 

limit

● What other factors might make a difference? Participants were asked to 

write on one given topic and one topic of their own choosing

90



Study 2: Evaluating Influence of Opinionated LLM for Writing Support 

91



Crash Course on Quantitative Experimental Design

● What alternatives to compare? → Experimental conditions

○ E.g., with the new technique v.s. baseline without

● What effect(s) is the research question interested in?→ Measurement(s)

● Who are the target users?→ Participant recruitment

● What is the prototypical usage and the context?→ Experimental task and 

procedure

● What other factors might make a difference? → Control variables or 

controlling in the experiment

92



Experimental Design

● What effects is the research question interested in? Risk of LLM influencing 

writer’s views

○ Outcome measure of LLM’s influence

■ Opinion expressed in writing, by crowd-worker rating position of each 

sentence, then calculate percentages of pro versus anti positions

■ Attitude change on topic, measured by the difference between 

self-reported attitude post- and pre-writing-task

○ Writing behaviors: how many suggestions accepted; how long paused to 

consider suggestions

93



Experimental Design

● What conditions/alternatives to compare? 

● What other factors might make a difference? Writer’s original position 
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Qualitative Empirical Evaluation with Human-Subjects

Barkhuus & Rode. From mice to men-24 years of evaluation in CHI. In CHI 2007 EC
95

Qualitative Quantitative

e.g., interview-based, 
ethnographic studies or 

think aloud

e.g., lab studies 
measuring completion 

time, error rate or 
surveys

e.g., cognitive 
walk-through, heuristic 

evaluation

e.g., analysis of logs and 
cognitive models
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Study 3: Evaluating Professional Communication Support

96



Interview Method

● Situated experience: recruited instructors to use the system in 7 

communication/writing classes

● Interviewed 11 instructors and 19 students: their experience using the 

system, how it impacted them, whether or not they found it useful

97



Findings: Lettersmith Is Useful and Why

 Students found Lettersmith useful for:

● Learning structure and content in a new genre

● Identifying language to express appropriate professional tone, 

● Reflecting on their own writing

Instructors found that using Lettersmith:

● Helped them articulate writing task expectations

● Pinpoint where students had gaps in their understanding

● Scale instructional support for early-stage drafting

98



Use Case: Conversational AI
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Analytical Methods

Barkhuus & Rode. From mice to men-24 years of evaluation in CHI. In CHI 2007 EC 100

Qualitative Quantitative

e.g., interview-based, 
ethnographic studies or 

think aloud

e.g., lab studies 
measuring completion 

time, error rate or 
surveys

e.g., cognitive 
walk-through, heuristic 

evaluation

e.g., analysis of logs and 
cognitive models

A
n

al
yt

ic
al

Em
p

ir
ic

al



101

Heuristic 
Evaluation for 
Conversational 
Agent

Langevin, R., Lordon, R. J., Avrahami, T., Cowan, B. R., 
Hirsch, T., & Hsieh, G. (2021, May). Heuristic 
evaluation of conversational agents. CHI 2021



102

Match between 
system and the real 
world

Consistency and 
standards

Error Prevention Context preservation Trustworthiness

The system should 
understand and speak 
the users’ 
language—with words, 
phrases and concepts 
familiar to the user 
and an appropriate 
voice…... Include 
dialogue elements that 
create a smooth 
conversation through 
openings, 
mid-conversation 
guidance, and graceful 
exits.

Users should not have to 
wonder whether different 
words,options, or actions 
mean the same thing…. 
Users should also be able 
to receive consistent 
responses even if they 
communicate the same 
function in multiple ways 
(and modalities). Within 
the interaction, the 
system should have a 
consistent voice, style of 
language, and 
personality.

Even better than good error 
messages is a careful design 
of the conversation and 
interface to reduce the 
likelihood of a problem 
from occurring in the first 
place. Be prepared for 
pauses, conversation fillers, 
and interruptions, as well 
as dialogue failures, dead 
ends or sidetracks. 
Proactively prevent or 
eliminate potential 
error-prone conditions, and 
check and confirm with 
users before they commit 
an action.

Maintain context 
preservation regarding 
the conversation topic 
intra-session, and if 
possible inter-session. 
Allow the user to 
reference past 
messages for further 
interactions to support 
implicit user 
expectations of 
conversations.

The system should 
convey 
trustworthiness by 
ensuring privacy of 
user data, and by 
being transparent 
and truthful with the 
user. The system 
should not falsely 
claim to be human.
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Qualitative Quantitative

e.g., interview-based, 
ethnographic studies or 

think aloud

e.g., lab studies 
measuring completion 

time, error rate or 
surveys

e.g., cognitive 
walk-through, heuristic 

evaluation

e.g., analysis of logs and 
cognitive models
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A Conversation 
analysis of a 
three-month
conversation log 
between 1,685 
users and a 
task-oriented
banking chatbot

Li, C. H., Yeh, S. F., Chang, T. J., Tsai, M. H., Chen, K., & 
Chang, Y. J. (2020, April). A conversation analysis of 
non-progress and coping strategies with a banking 
task-oriented chatbot. CHI 2020
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Findings 



Reflection and Open Questions 
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Hands-on Exercise 
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Getting Started

● Form teams of 4-6 people
● Create a working area for your team by copy-and-pasting from the template. Give 

your team a name!

● Or, write things down on sticky notes/notebook/papers
108



Exercise Overview

We encourage you to follow the steps and complete both parts
It is also ok if your team decide to focus on one task
If you get stuck, feel free to ask for help from the instructors

109



110



111

Exercise 1: Identify Gaps in an Existing Benchmark
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Exercise 2: Design An Empirical Evaluation Study 
(for an LLM use case)
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Questions?
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Human-Centered Evaluation of 
Language Technologies

Su Lin Blodgett Microsoft Research Montréal
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